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Attempt Question One and any other two.

QUESTION ONE (30 MARKYS)

i __ 2
@ Given that S° =Z(y%, show that the sample variance S® is unbiased

estimator of the population variance 5*asn— . [5 marks]

(b) Let X1, X2, X3, X4 be four independent sample observation of a Poisson distribution
X, +4X, +5X%,2X,
12
A. [4 marks]

with parameter 4. Show that T = is an unbiased estimator of

(© Given that the p.d.f of a random variable X is defined by

f(xez{% 0<x<0

0 ,otherwise

Find the constant C such that C X is unbiased estimator of C9. [4 marks]



(d)

(€)

(f
(9)

Find the sufficient statistic for §° given that the random variable X is normally
distributed with X~N(z,0?) and 4 is known. [5 marks]
(Hint: Use the Pitman — Koopman from of distribution).

Q) State two conditions that must be satisfied for an estimator T to be
considered consistent. [2 marks]

(i) Given that X is a random variable from a Bernoulli distribution, show that

% IS a consistent estimator of P. [3 marks]
Given that Y~N( ,0%) with 8 being known. Find I (). [4 marks]

Let Y31, Y2, Y3 be independent sample values from a Poisson population with

2Y, +3Y, +4Y, Y, +Y, +Y.
9

and T, = 2 show that T, and T

parameter 0. If T1 =

are unbiased estimator of #and also find the efficiency of T in relation to T».
[3 marks]

QUESTION TWO (20 MARKS)

(@)

(b)

Let X~N(,d%) with x being known, show that S? is the minimum variance
bound unbiased estimator of 6. [10 marks]

Q) State five properties of maximum likelihood estimation.  [5 marks]

(i)  Giventhe p.d.f

f(x, ,0) =

a 2
—00<X, <00
0>0

1
oN2r

Find the M.L.E of 0°. [5 marks]

QUESTION THREE (20 MARKYS)

(@)

Describe briefly the method of moments for estimation of parameter 60 in the p.d.f

f(x, 0) = 0x"*, 0<x<1, 050

using the method of moments. [5 marks]



(b) Consider a random variable X with a Cauchy distribution defined by the p.d.f

f(x,6’):i.;2 —0< X <00
X 1+(x-0)
Find the information function | (). [10 marks]

QUESTION FOUR (30 MARKS)

@) Let X,, X, be a random sample of size Z from the distribution

Hm@:%é%,0£x<wﬁ>0

Show that T = i,/xlx2 is unbiased estimator of 6. [5 marks]
T

(b) Let X and Y denote the means of two independent random sample each of size
n from a normal population with parameters ( ,8%) and (u,,0%). Find the size

of the sample such that

P [(Y _V)]% <=ty <(X=Y)+ 85 =09 [5 marks]

(© Let X be a Poisson variate with parameter 6. Verify whether T = ZXi is a

sufficient statistic of & Dby finding the conditional distribution
P(X17X2"“’Xn)

P(T =t)

f(X, X, X, | T =t)= [10 marks]




