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INSTRUCTIONS: Answer question one and any other two questions. 

 

QUESTION ONE – (30 MARKS) 

 

(a) Let 𝑌 ∈  0,1  denote the outcome of a coin toss with  1 yp and  01  yp .  

Define    /
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(i) Show that the MLE of 𝜋 is ny i  

(ii) Write down an algorithm to be used to estimate the parameters j ,0 . 

 

(b) (i) What is an exponential family 

(ii) Show that 𝑦~𝑃𝑜𝑖𝑠𝑠𝑜𝑛  𝜃  and 𝑦~𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 belongs to exponential family. 

 

(c)  

(i) Define what is meant by a spline? 

(ii) Illustrate (i) by two examples. 

(iii)Solve the problem 

    


 //minarg
BYBY , where B- represents a spline. 

(iv) Show that splines are linear smoothers. 
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QUESTION TWO – (20 MARKS) 

 

(a) Let  xrû be a linear smoother show that 
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(b) Given the data    nn yxyx ,,, 11  .  Explain how you will find a non parametric 

relationship between sy / and sx /  

 

 

QUESTION THREE – (20 MARKS) 

 

Suppose that sx / ∈  𝑎, 𝑏  explain how you will obtain the relationship  xry û
ˆ   using 

regressogram procedure 

 

(a) Obtain the bias of the estimate 𝑖𝑓 𝑎, 𝑏 =  0,1  

 

(b) Obtain the variance of the estimator 𝑖𝑓 𝑎, 𝑏 =  0,1   

 

(c) What is your conclusion in (a) and (b) above. 

 

 

QUESTION FOUR – (20 MARKS) 

 

(a) What is a Kernel regression.  Illustrate your explanation with examples. 

 

(b) To obtain a smoothing matrix one could minimize  
 

2

1 1

ˆ1

 



















n

i

ui

n
r

xry

n
hGcv where 

)(Ltrr  is the effective degree of freedom    2ˆ
2

1 









n

r
hVCG  

 

(c) Give a polynomial        p
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you will obtain the estimate of  /
0 ,... paaa   
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QUESTION FIVE – (20 MARKS) 

 

(a) Describe the local average procedure for non parametric method. 

 

(b) Show that a linear regression estimator is a special case of non parametric estimator. 

 

(c) Solve for     


IXYXY //minarg
  

 

 

 


