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INSTRUCTIONS: Answer questions one and any other two questions  

QUESTION ONE - (30 MARKS)  

a) Let  𝐴𝑖  be a sequence of sets with relative to  Ω, 𝐴, 𝑝  

i. Define limit superior of  𝐴𝑖  and limit inferior of  𝐴𝑖 . 

ii. Show that limit superior and inferior and elements of A. 

b) Let  𝑥𝑛  be a sequence of random  variable defined to the probability space  Ω, 𝐴, 𝑝  with 

converges to the random variable 𝑋𝜖𝑅 with probability 1.  If 𝑔:ℝ → ℝ is continuous, then 

show that the sequence  𝑔 𝑥𝑛  ⟶ 𝑔(𝑥) w.p.1 

c) i)   Define the term simple random variable. 

ii)  If x is a random variable.  Show that  𝑋 is a random variable. 

iii)  𝑥1 − 𝑥2 is a random variable if both 𝑥1and 𝑥2 are random variables. 

iv)  𝑥2 + 2𝑥 + 1 is a random variable. 

QUESTION TWO (20 MARKS) 

a) What is a probability measure P? 

b) What is a probability space  Ω, 𝐴, 𝑝 ? 

c) Let 𝑓:ℝ → ℝ be a non-negative measurable function with  

∫ 𝑓(𝑥, 𝑑𝑥 = 𝑚,𝑤𝑕𝑒𝑟𝑒 0 < 𝑚 < ∞
∞

−∞
 show that if E is a Borel set, define 

𝑃 𝐸 =
1

𝑚
∫ 𝑓 𝑥 𝑑𝑥, then  P is a probability measure on 
𝐸

  ℝ, ℬ  

d) Let E be an event such that 𝑃(𝐸) ≠ 0.  Show that the set function defined by 

 𝑃 𝐴|𝐸 = 𝑃(𝐴𝑛𝐸)/𝑃(𝐸) for any set A is a probability measure. 
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QUESTION THREE (20 MARKS) 

a) If 𝐴1 and 𝐴2  are independent events relative to  Ω, 𝐴, 𝑝 .  Show that 𝐴1
𝐶  and 𝐴2

𝐶  are also 

independent event. 

b) For each sequence  𝐴𝑛  defined relative to  Ω, 𝐴, 𝑝 .  Show that  

𝑃𝑟  
𝑙𝑖𝑚𝑖𝑛𝑓𝐴𝑛

𝑛
 ≤

𝑙𝑖𝑚𝑖𝑡
𝑛

    𝑃 𝐴𝑛 ≤
𝑙𝑖𝑚𝑠𝑢𝑝𝑃 𝐴𝑛 

𝑛
≤ 𝑃  

𝑙𝑖𝑚𝑠𝑢𝑝𝐴𝑛

𝑛
   

c) Let 𝐸1,𝐸2, …. be a sequence of events 𝑚 Ω, 𝐴, 𝑝 .  Show that  
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QUESTION FOUR (20 MARKS) 

a) Let  Ω, 𝐴  be a measurable space and let 𝑝1, 𝑝2, …  be a sequence of probability measures 

define as t.  prove that the function p* defined on 𝑨 by 

  )(
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

   is a probability measure on A. 

b) Let  Ω, 𝐴, 𝑝  be a probability space and let x be a random variable defined over R.  Define a 

function P' over the set ℬ of borel sets of ℝ by 𝑃′ ℬ = 𝑃 𝑥−1 𝐵  𝐵𝜖ℬ.  Show that the triple 

 ℝ, ℬ, 𝑃′  is a probability space  

c) Define the following terms 

i. The sequence  𝑥𝑛 ⟶ 𝑥 uniformly on 𝐴𝜖𝐀 𝑜𝑓  Ω,𝐀, 𝑃  
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QUESTION FIVE (20 MARKS) 

a) Prove that  

i.  
lim𝑠𝑢𝑝𝐴𝑛

𝑛
 ∩

𝑙𝑖𝑚𝑠𝑢𝑝𝐵𝑛

𝑛
⊃

𝑙𝑖𝑚𝑠𝑢𝑝𝐴𝑛 ∩ 𝐵𝑛

𝑛
  

ii.  
lim𝑠𝑢𝑝𝐴𝑛

𝑛
 ∪

𝑙𝑖𝑚𝑠𝑢𝑝𝐵𝑛

𝑛
=

𝑙𝑖𝑚𝑠𝑢𝑝𝐴𝑛 ∪ 𝐵𝑛

𝑛
  

b) If X is a random variable, show that  

i. 𝑥 + 2 is a random variable  

ii. 𝑥2 + 3𝑥 + 1 is a random variable 

c) Let  𝐸1, 𝐸2, …𝐸𝑛  be a collection of mutually independent events  

i. Show that the probability of the occurrence of atleast one of the events is given by  



3 
 

  



n

i

iEp
1

11  

ii. Show that the probability of the occurrence of exactly one of the events say 𝐸1 is given 

by 
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𝑘 ≠ 𝑖

 

 

 

 

 


